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ERROR Error: Error waiting for instaﬁze to create: The zone 'projects/testapp-300013/zones/europe-central2-c'
rces available to fulfill the request. Try a different zone, or try again later.

ERROR

ERROR

ERROR on ../../../../tmp/openshift-install-863634371/master/main.tf line 36, in resource -compute_instance" master™:;

ERROR  36: resource compute instance" "master" {

S N

ERROR

FATAL failed to fetch Cluster: failed to generate asset "Cluster": failed to create cluster: failed to apply Terraform: failed to comple
te the change

does not have enough resou
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Managed App Services




Managed App Services in the cloud
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Managed App Services based on Open Source

Cloud Open Source Open
Computing | P Standards

D
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Managed App Services based on Open Source

30 lines (23 sloc) 706 Bytes
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#1/usr/bin/env bash

set -e

RELEASE_DIR=${1}
echo ${RELEASE_DIR}

# Istio versions that need to be supported in the image for airgap installation.
istio_version_array=(1.7.1 1.7.3 1.8.3 1.8.5 1.8.6 1.9.3 1.9.5 1.9.6 1.9.8 1.10.4 1.11.4 1.11.7 1.12.6 1.13.3 1.14.1)

if [ -z "${RELEASE_DIR}" ], then
echo "No directory given"
exit: 1

fi

if [ -d "${RELEASE_DIR}" ] ; then
cd ${RELEASE_DIR}

for v in "${istio_version_array[@]}"; do
curl -sOL https://github.com/istio/istio/releases/download/$v/istio-$v-linux-amd64.tar.gz

done

for f in *.tar.gz; do
if [ -f "$f" ], then
version=$(echo $f | grep -Eo '[0-9\.]+' | head -1)
mkdir $version
mv $T $version
i
done
i

Raw

Blame

4
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Cloud is a Shared Responsibility Model

GOVERNANCE, REGULATORY, COMPLIANCE AUDITING

YOUR

COMPANY SECURE APPLICATION, SECURE APPLICATION DATA

RESPONSIBILITY OPERATING SYSTEM, NETWORK. SECURITY CONFIGURATION

FOR APPLICATIONS
IN THE CLOUD APPLICATION APPLICATION APPLICATION

ARCHITECTURE AVAILABILITY PERFORMANCE

SOFTWARE SERVICES

~@r
CLOUD

HARDWARE I CLOUD GLOBAL INFRASTRUCTURE
RESPONSIBILITY

FOR
THE CLOUD

COMPUTE STORAGE NETWORK DATABASE

AVAILABILITY EDGE

ZONES LOCATIONS




Managed OpenShift Matrix vs xKS

] . 7 .
Who's Responsible? Who's Responsible?
OpenShift Managed Environment xXKS Environment
Inader.lt & Change Identity & Securlt_y & Disaster Incuder_tt & Change Identity & Securlty & Disaster
Resource operations access regulation Resource operations access regulation
Management q Recovery Management q Recovery
management management compliance management management compliance
PIa'Fform PIa'Fform Shared Shared Shared Shared Shared
Monitoring Monitoring
Logging - Shared Shared Shared - Logging Shared Shared Shared Shared
App . Shared Shared App . Shared Shared Shared
Networking Networking
CIuster Shared Shared Shared Cluster Shared Shared Shared
Networking Networking
V|rtua! Shared Shared Shared Shared Shared Vlrtua! Shared Shared Shared Shared Shared
Networking Networking
Master & Infra. Master & Infra.
Nodes Nodes
CIusfcer Shared Clus.ter Shared
Version Version
Cepeeiity Shared Cepeeiy Shared
Management Management

* for Red Hat products, otherwise Customer will be responsible
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Costs

| WAS HOPING FoR
A SLIGHTLY MORE DETAILED
EXPLANATION oF How
CLoud COMPUTING WoORKS
THAN = "IT'S MAGIC”!

© D.Fletcher for CloudTweaks.com
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Consumption based pricing

Self-managed 1
year
1yr Reserved 3yr Reserved
Instance Instances
1 Discounted ol
Cloud Services coun

58% savings

35% savings

Pay as You Go (PAYGO) growth as Reserved Instance Retention with
a proxy for value through adoption Cloud Economies
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Hidden costs
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Managed services integration costs

SRE Costs

Services
Costs

Kubernetes
Service Costs

Infra Cost

Support and Operations

o Service
Monitoring
Registry Logging

Kubernetes Cluster Services

Basic Networking :: Ingress

Additional
costs and
config
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Lock-in

I’M RUNNING A
BUSINESS — | HAVE
MOVE WITH THE

1
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Public cloud lock-in?

Application portability

Exit costs

Multi cloud interoperability

On premise integration

External (Managed) App Services

Integration

Cost model
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Our Vision




Open Hybrid Cloud

O e S

Traditional Cloud Native Data, Analytics ISV Apps &
N-Tier Apps & VMs Microservices & Al/ML Cloud Services

Red Hat OpenShift

= o= O O D

Physical Virtual Private cloud Public cloud Edge cloud

Red Hat Enterprise Linux
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Cloud Agnostic / Multi / Hybrid Cloud

Q@
S RedHat
OpenShift

Kubernetes API

e
aWS @5 Microsoft Azure 9 - On-premises Edge

v" Google Cloud Platform IBM Cloud
‘vmwa re

: . , OPENSTACK
Managed service Managed service Managed service |@EC i o FEATEORM
VIRTUALIZATION

or o . -
x4 Bare Metal Bare Metal
e

233282002
Customer self

manage IBM Z/poWER
Customer Customer

Managed Managed

Customer self Customer self
manage manage

|dentical API; consistent developer and operator experience, Seamless migration
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From Open Source Community Project To Enterprise Product

Platform

<Z,: Community Project Platform testing, Platform release
= projects requirements com_pone_nt certifications and General Availability
& definitions engineering & documentation
S integration
_
1]
[a ‘ ‘\

\{f— T

— Soane % CaRD O QUALITY ENTERPRISE

1
- /i REBASE | RELEASE ASSURANCE PRODUCT
é /7__1 U
z
o
g
N
3
2 Community + Product Red Hat QA team Red Hat release
o Product engineers management productization Documentation engineering team
o engineers team and partners
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° Metal-3 (bare-metal Kubernetes) - Red
Hat #2

° Prometheus (monitoring) - Red Hat #3

° OPA (security policy-agent) - Red Hat #7

° Fluentd (part of logging stack) - Red Hat
#8

° Jaegar (application tracing, service-mesh
tracing) - Red Hat #2

° Helm (application packaging) - Red Hat
#9

° gRPC (interprocess communication) -
Red Hat #9

° ArgoCD (GitOps) - Red Hat #10

9Q

Operators

Red Hat open source projects
contributions

Developer . Cloud-native

M Q¢  experiences w apps

2 .
Security —— ‘\\ Service Mesh

0 Serverless =—
-

@ w Kubernetes “"Ops”

Kubernetes

Operator framework (platform & application
automation/lifecycle) - Red Hat #1

etcd (key-value database, control plane of
Kubernetes) - Red Hat #1

CRI-O (secure container runtime) - Red Hat
#1

Rook (storage mgmt) - Red Hat #1

CNI (networking plugins) - Red Hat #1
KubeVirt (VMs with Kubernetes) - Red Hat
#1

Strimzi (Kakfa on Kubernetes) - Red Hat #1

(@) Pipelines
&K Events
g Monitoring &
observability
Container-native
virtualization

= 3
Physical

Virtual Private cloud Public cloud

e Ve G

|

Edge
& RedHat | intel



https://metal3.devstats.cncf.io/d/5/companies-table?orgId=1
https://metal3.devstats.cncf.io/d/5/companies-table?orgId=1
https://prometheus.devstats.cncf.io/d/5/companies-table?orgId=1
https://opa.devstats.cncf.io/d/5/companies-table?orgId=1
https://fluentd.devstats.cncf.io/d/5/companies-table?orgId=1
https://fluentd.devstats.cncf.io/d/5/companies-table?orgId=1
https://jaeger.devstats.cncf.io/d/5/companies-table?orgId=1
https://helm.devstats.cncf.io/d/5/companies-table?orgId=1
https://helm.devstats.cncf.io/d/5/companies-table?orgId=1
https://grpc.devstats.cncf.io/d/5/companies-table?orgId=1
https://argo.devstats.cncf.io/d/5/companies-table?orgId=1
https://operatorframework.devstats.cncf.io/d/5/companies-table?orgId=1
https://etcd.devstats.cncf.io/d/5/companies-table?orgId=1
https://crio.devstats.cncf.io/d/5/companies-table?orgId=1
https://crio.devstats.cncf.io/d/5/companies-table?orgId=1
https://rook.devstats.cncf.io/d/5/companies-table?orgId=1
https://cni.devstats.cncf.io/d/5/companies-table?orgId=1
https://kubevirt.devstats.cncf.io/d/5/companies-table?orgId=1
https://kubevirt.devstats.cncf.io/d/5/companies-table?orgId=1
https://strimzi.devstats.cncf.io/d/5/companies-table?orgId=1

SRE processes & cross team collaboration

24 x 7 follow the sun model

AR A2

Cloud SREs | \/ | Red Hat SREs

| . ) |
; :

Shared Incident Management

<

Cross-team hand off
Combined scrum calls
Combined Teams channel
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Red Hat can help ease the Cloud transition

GOVERNANCE, REGULATORY, COMPLIANCE AUDITING

YOUR
COMPANY

SECURE APPLICATION, SECURE APPLICATION DATA

FLEXIBLE, TRUSTED APPLICATION SERVICES

SECURE KUBERNETES (OPENSHIFT)
RED HAT

SECURE LINUX OS

RESPONSIBILITY FOR
HYBRID CLOUD

CONSISTENT HYBRID CLOUD FOUNDATION (ON/OFF-PREMISES)

COMPUTE | STORAGE | NETWORK | DATABASE
CLOUD
HARDWARE | CLOUD GLOBAL INFRASTRUCTURE
RESPONSIBILITY

FOR

THE CLOUD AVAILABILITY EDGE

ZONES LOCATIONS




Complete Managed Apps Platform

Support and Operations

OpenShift Cluster Services
(Networking, Router, Ingress, Storage, ..)

Registry

S
e
C
u
r
i
t
y

Red Hat Enterprise Linux CoreOS

99.95% SLA, 24x7 SRE
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. . . .

Red Hat Cloud Services

Full stack management Application

d unified . layer Streamlined developer experience
and unified experience

Unified platform to build cloud-native applications

Maximize full value of
Red Hat OpenShift Red Hat OpenShift API Red Hat OpenShift Streams Red Hat OpenShift
Application Management for Apache Kafka Data Science
and data
| services Red Hat OpenShift Service Red Hat OpenShift Red Hat OpenShift Database
Registry Connectors Access
c
L] . ege -9
Hybrid cloud flexibility & _
E Platform Red Hat OpenShift Microsoft Azure e Hat;)r]penShlft Red Hat OpenShift
£ services Service on AWS Red Hat OpenShift Dedicated
o IBM Cloud
2
(]
pd
Consume hyperscaler | | cloud aWws HE Microsoft 5 5 C“;ta"t’;"er
native and partner services providers W= Azure IBM Cloud Googe o Center
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Platform Consistency

Complement our “cluster” Cloud

Services with new "app” services.

Cloud services that share the
same technology in use within
OpenShift for seamless
integration

U

Developer access to
multi-cluster aware tools
without toil

New Cloud Service areas

GitOps & Pipelines
Cloud Service

Multi-cluster Workload
Cloud Service

% argo kep
Developer Studio
Cloud Service Prjec ‘((‘ Advanced Cluster
m QUAY StackRox Security
Cloud Service
\ Ca
> 5

Software Supply Chain
Cloud Service Storage

Cloud Service
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OpenShift Partner Ecosystem

Global registry

Multicluster management

Cluster data management

& RedHat & RedHat , SYnopsys” | | @ RedHat N & RedHat
Advanced Cluster Management Advanced Cluster Security Quay r OpenShift N NetApp:
for Kubernetes for Kubernetes Vsysdig i Data Foundation
: < JFrog nexus
Azure:r’c % paloa..l,..t.g. ° CYBERARK. O QqUQ repOSItory po[;rﬂgjaﬁ
Manage workloads Build cloud-native apps Developer productivity Data-driven insights
Platform services Application services Developer services Data services
‘
RedHat #\ Kong & RedHat & RedHat =
e OpenShift U GitLab e ﬁggu’!ifaon Services OpenShift - Data Services crunchydata =
vFunction Lightbend .
- @ ‘Y JETSTACK (v I2 A ATLASSIAN = Gsas (@) Cuchbase ) ANAcONDA. FTY
= Jfrog I== t @Joget I k -
NVIDIA. Io kasten = ) Joge 9 = @ sny ¥ Cockroach Labs CLOUD=ZRA TRILIO
Kubernetes cluster services & RedHat . Odynatrace @ New Relic.  Infoblox 5 e ® % O
penshi t =Y T T et TIGERA DATADOG INSTANA
: & RedHat
Kubernetes (orchestration) Openshift
Container host operating & RedHat & RedHat Ml Windows
Enterprise Linux Enterprise Linux ] S
system CoreOS W Server

S RedHat . — .
aWS-’ A\ Azure & Google Cloud O e OpenStack intel vmware Hewlett Packard @ @
IBM Cloud Platform

Enterprise NVIDIA.
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Red Hat

Summit

Connect

Thank you

m linkedin.com/company/red-hat

facebook.com/redhatinc

twitter.com/RedHat

E youtube.com/user/RedHatVideos
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